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1 Introduction

Understanding the timbre and pitch of musical instruments is an important issue for
automatic music transcription, music information retrieval and computational auditory
scene analysis. In particular, recent worldwide popularization of online music distribu-
tion services and portable digital music players makes musical instrument recognition
even more important. Musical instruments are one of the main criteria (besides musi-
cal genre), which can be used to search certain type of music from music databases.
Some classical music are even characterized with the used musical instruments (e.g.
piano sonata and string quartet).

There has been only very little research to determine the human ability to discrimi-
nate between the sounds of different musical instruments. Martin et al. conducted
two listening experiments in [3]. Test subjects were asked to classify isolated notes
(monotimbral and monophonic sounds) from fourteen instruments into 28 possible in-
strument classes. The overall recognition accuracy for individual instruments were
46% and for instrument families 92%. With 10-second long excerpts with multiple
notes recognition accuracies increased to 67% and 97%.

Most of the research on automatic recognition of musical instruments until now has
been carried out using isolated notes. However, in recent years there has been in-
creasing amount of research dealing with instrument-labeling in more complex music
signals, such as monotimbral phrases, duets, or even realistic music signals [2].

The purpose of my research is to develop mathematical models for sound sources and
apply these in the automatic analysis and coding of polyphonic music. Target signal
are musical signals and in limited cases also speech signals. The redundant frequency
information of the harmonic sounds will be used in the developed new models. The
developed modeling schemes will be tested in two applications, musical instrument
recognition in polyphonic music and in music transcription.
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Figure 1: FFT of the note sample (piano) with fundamental frequency (F0O) 332 Hz.
Picked spectral peaks are marked with circle in the figure.

2 Proposed Approach

Redundant frequency information of the harmonic sounds was used as starting point
in the development of robust features for the instrument recognition in the polyphonic
case. Based on the estimated fundamental frequency maximum spectral peaks are
picked within 150 Hz search area around the theoretical harmonic frequencies (see
Figure 1). Such a wide search area is used to allow inharmonicity of certain instruments
(e.g. piano and guitar). Finally, Mel-Frequency Cepstral Coefficients (MFCC) and
their time-derivatives are calculated for the note.

With certain note combinations, there will be shared frequency components between
overlapping notes. Thus two more features will be extracted, one where every second
harmonic frequency component is leaved out and one where every third harmonic fre-
quency component is leaved out while harmonic spectral peaks are collected. This will
capture at least some information about the individual harmonic components.

Gaussian Mixture Models (GMM) are used to model instrument-conditional densities
for these features. In the classification stage, likelihoods of the three features for the
particular note are combined and classification is done with maximum-likelihood clas-
sifier.

3 Experiments

Ten instrument classes (piano, electric piano, guitar, electric guitar, electric bass, vi-
olin, cello, saxophone, oboe, flute) were selected for the experiment. Thousand note
combinations were randomly generated allowing all possible note and instrument com-
binations (excluding unison). Instrument samples were randomly selected from joined
database of the commercial McGill University Master Samples collection (MUMS)
[4], University of lowa sample collection, IRCAM’s Studio On-line, and Real World



Computing (RWC) database [1]. The database contains 63 individual instrument in-
stances and 579 played note scales.

In order to maximize training data, classification was carried out using leave-one-out
method. Instrument instances used in the note combination sample to be classified
were excluded from the training data. Only 200ms long excerpts from each note sam-
ple were found to give adequate results. In the classification stage, fundamental fre-
quencies of the individual notes in the note combination was known.

The system performed quite well for the two simultaneous notes, recognizing 41 % of
the notes. The performance for three simultaneous notes was slighly lower 32 %. In the
future, we try to extend the system for higher polyphony. This requires an intelligent
feature selection, i.e. selecting when to use all or reduced amount of harmonics in the
feature extraction. Since music mainly consist of consecutive notes played with same
intruments, this valuable information has to be taken account also in the recognition
process.
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